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About FARE 

The Foundation for Alcohol Research and Education (FARE) is the leading not-for-profit organisation working 

towards an Australia free from alcohol harms.  

We approach this through developing evidence-informed policy, enabling people-powered advocacy and 

delivering health promotion programs.  

Working with local communities, values-aligned organisations, health professionals and researchers across 

the country, we strive to improve the health and wellbeing of everyone in Australia.  

To learn more about us and our work visit www.fare.org.au. 

You can get in touch via email at info@fare.org.au 

FARE is a registered charity, and every dollar you give helps fund projects keeping our communities healthy 

and safe. You can make a tax-deductible donation at: www.fare.org.au/donate. 
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Introduction 

Everyone should be able to enjoy the benefits of using digital technologies to work, learn and play. This can 

happen when we have safe digital environments that enable people’s health and wellbeing. However, online 

platforms have designed digital systems that can create harm.  

Every day, millions of people across Australia, including children who are spending an average of over 14 

hours online each week1, are exposed to relentless advertising which targets their specific vulnerabilities, 

emotions and attributes. This is especially harmful when the products being pushed are harmful and addictive 

- such as alcohol, tobacco (including e-cigarettes and vapes), gambling and unhealthy food products. 

Complex privacy policies and disingenuous ‘consent’ mechanisms enable online platforms to continue to 

extensively profile and track people, developing intimate insights into their lives, to increase profit from 

digital advertising. This commercial cyberstalking enables advertisers to learn people’s individual 

susceptibilities and vulnerabilities to target them with advertising that is most likely to influence their 

behaviour.  

These insights are used by companies selling addictive and harmful products such as alcohol, gambling, 

tobacco and highly processed foods to aggressively market their products.2-4 This means that intimate 

information, such as indicators of individuals experiencing addiction or other related mental health 

challenges, are being used to disproportionately target marketing to people who are most at risk of harm 

from these products.  

Alcoholic products cause significant harm to Australians. Alcohol use is causally linked to over 200 disease 

and injury conditions5 and nearly 6,000 lives are lost and more than 144,000 people hospitalised from use of 

alcoholic products each year.6 In 2018, alcohol use contributed to 4.5% of the total burden of disease in 

Australia.7 Alcohol is an addictive substance. In 2019, the National Drug Strategy Household Survey found 

that 10% of people in Australia who had an alcoholic drink in the previous 12 months were likely to meet the 

criteria for alcohol dependence when assessed by the Alcohol, Smoking and Substance Involvement 

Screening Test (ASSIST-Lite).8 

In 2019 the heaviest drinking 5% of the Australian population accounted for 36.1% of all the alcohol 

consumed (drinking almost eight standard drinks per day) and the heaviest drinking 10% of the Australian 

population accounted for 54.1% of all alcohol consumed (drinking almost four standard drinks per day).9 By 

design, platforms and companies target advertising to people who purchase or indicate interest in products 

the most.3, 10, 11 For example, if people are using alcohol products in large quantities, alcohol companies target 

more marketing material to these people,12 encouraging them to continue a high level of alcohol use. With 

harmful and addictive products, this means that this this form of targeting has the potential to cause the 

most harm.  

A privacy-by-design approach is needed. Being commercially cyberstalked should not be the default 

requirement for using online services. People’s wellbeing must be prioritised over commercial profits from 

unfair and harmful data processing and digital marketing practices.  

With digital connection more important in our everyday lives than ever, a regulatory system that ensures a 

safe and healthy online environment for everyone is essential. 

Summary of recommendations to the consultation 

We welcome the opportunity to provide a submission on the Privacy Legislation Amendment (Enhancing 

Online Privacy and Other Measures) Bill 2021 (the OP Bill). We support that the OP Bill seeks to cover harmful 
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data processing practices by online platforms, and that the scope of the OP Bill extends beyond social media 

platforms to include data brokerage services and large online platforms and enables flexibility to widen this 

scope if required.  

However, the OP Bill is limited in its overall scope. Major privacy reforms are needed to address the harmful 

data processing practices by online platforms. We recommend that the Government prioritise the Privacy 

Act review, which will provide an environment that better protects people’s privacy, and health and 

wellbeing, in which the OP Code can then operate. Aligning with this view, we note that some of our 

recommendations to this consultation speak to broader topics currently being assessed through the review 

of the Privacy Act. In that context, this submission foreshadows some of the recommendations we will make 

to the review of the Privacy Act consultation. 

To this end, we make the following recommendations for the Online Privacy Bill:  

1. Prohibit the collection, use and disclosure of personal information for commercial marketing 

purposes unless a person has provided active, informed, freely given and non-incentivised opt-in 

consent. 

2. Prohibit the profiling and targeting of children for commercial purposes, and data processing 

activities by, or for, companies selling or marketing addictive or harmful products. 

3. Expand the sections that the Online Privacy Code must address under Australian Privacy Principle 1 

on open and transparent management of personal information, including through requiring 

transparency in models used for digital marketing. 

4. Require the Information Commissioner to develop the Online Privacy Code.  

5. Resource the Office of the Australian Information Commissioner to conduct regular surveillance and 

enforcement activities. 

We further elaborate on these recommendations in the sections below.  

Restricting data processing for commercial marketing 

Recommendation: Prohibit the collection, use and disclosure of personal information for 

commercial marketing purposes unless a person has provided active, informed, freely given 

and non-incentivised opt-in consent. 

Commercial cyberstalking through online platforms – involving the extensive tracking, profiling and targeting 

of people for commercial marketing purposes – is a major privacy concern, especially when it comes to 

children and other people who are vulnerable. This concern has been raised in the Privacy Act review 

discussion paper,13 and in the ACCC Digital Platforms Inquiry.14 However, the current requirements for the 

OP Code set out in the OP Bill do little to address harmful data-driven marketing practices by online platforms, 

as is evident by the absence of a requirement to address Australian Privacy Principle (APP) 7, which deals 

with direct marketing practices. In this regard, the OP Code should require OP organisations to apply APP 7.1, 

and limit exceptions allowed under other areas of APP 7.  

Through extensive data processing, programmatic advertising systems aim to identify people online who are 

most likely to make a purchase, and to spend higher amounts when doing so.3, 10, 11 Companies selling and 

marketing alcohol pay to access these sophisticated digital systems and tools to aggressively market their 

products that hurt people’s health and wellbeing.2 This means that people who already buy and drink 

alcoholic products in high amounts are the ones that are targeted most aggressively by alcohol companies 

through their digital marketing practices.12  
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We strongly recommend that the collection, use or disclosure of personal information for commercial 

marketing purposes is prohibited by OP organisations unless the person has provided active, informed, freely 

given and non-incentivised opt-in consent.  

This approach would require that no personal information is collected, used or disclosed for commercial 

marketing purposes by default, so that consent is never assumed. This must be facilitated by consent 

mechanisms that are not designed to nudge or coerce individuals to consent to the processing of their 

personal information for commercial marketing purposes, for example through bundled consents, ‘consent 

to all’ options that incorporate marketing consents, or through requiring consent to process data for 

marketing purposes to use a service.  

Additionally, extra protections should be required so that even where consent has been provided for the 

collection, use and disclosure of personal information for commercial marketing purposes, OP organisations 

are required to:  

• Ensure that their data processing activities do not pose potential risks of adverse impacts or harm to the 

person,  

• Enable the person to object or withdraw consent at any time and to have information that has been 

collected for commercial marketing purposes erased,  

• Not process sensitive information, such as factors relating to physical or mental health and wellbeing, 

whether actual, inferred or generated. 

Requirements addressing children and ‘vulnerable groups’ 

Recommendation: Prohibit the profiling and targeting of children for commercial purposes, 

and data processing activities by, or for, companies selling or marketing addictive or harmful 

products. 

The OP Bill Regulation Impact Statement has rightly identified concern that the current harmful data 

processing practices by online platforms may acutely harm children and people experiencing other 

vulnerabilities. This is a particularly significant concern when it comes to the marketing of harmful products.  

Leaked Facebook documents showed that Facebook gathered psychological insights on almost 2 million 

children in Australia and New Zealand to sell targeted advertising.15 This included monitoring children in real 

time to identify their current mood, including when they feel ‘overwhelmed’ and ‘anxious’ to sell targeted 

advertising.15 Research has also found Facebook tags children and young people as being interested in 

harmful products such as alcohol, gambling and junk food,16, 17 and approves sponsored content promoting 

these harmful products to be targeted at children.17 Further facilitating this harmful marketing to children, 

Facebook charges approximately $3 for alcohol advertising to be sent to 1000 Australian children aged 13-

17 years old.17 

This results in children being exposed to marketing for harmful products, such as alcoholic products, when 

they are online.18 Children’s exposure to alcoholic product marketing increases the likelihood that they will 

start drinking earlier and drink at risky levels.19 Digital marketing has also been shown to increase positive 

attitudes and intended and current use of harmful products such as alcohol, tobacco and unhealthy foods.20 

The requirements recommended above will help guide online platforms to take more of a privacy-by-design 

approach, which will provide overarching protections that also act to protect children and other people 

experiencing vulnerabilities. Additional requirements could also be implemented through the OP Code to 
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further protect children from particularly harmful practices such as implementing a ‘fair and reasonable’ 

requirement and prohibiting certain data processing activities. 

We support that the OP Code will require services to ensure that data processing of a child’s personal 

information is ‘fair and reasonable’ in the circumstances (aligning with the recommendation in the Privacy 

Act review consultation paper), and that the best interests of the child must be a primary consideration when 

determining ‘fair and reasonable’. The potential risk of adverse impacts or harm (as recommended in the 

Privacy Act review consultation paper) should also be a primary consideration that is held above other factors 

when determining ‘fair and reasonable’. Examples of what might constitute ‘fair and reasonable’ 

circumstances in which a child’s information is processed could include for the purposes of delivering public 

health social marketing campaigns or personalised educational services.  

When considering what is in the best interest of the child, it should be explicit that regardless of consent, the 

following are not considered to be in the best interest of the child and should be prohibited:  

• The profiling or targeting of children for commercial purpose (as per recommendations by the United 

Nations Committee on the Rights of the Child),21 and 

• The collection, use or disclosure of children’s personal information by, or for, companies selling or 

marketing addictive or harmful products, including alcohol, gambling, tobacco (including e-

cigarettes/vapes), and unhealthy food.  

Any requirement to verify the age of individuals to implement child-specific measures, must be subject to 

strong privacy controls and be distinct from identity verification. Measures taken to verify age must take a 

data minimisation approach (i.e., not permit or require OP organisations to collect and triangulate data to 

determine if an individual is likely a child) and must mitigate any additional privacy risks. To ensure that a 

privacy preserving system is implemented for age verification, we recommend that the development of an 

age verification process be led by the Office of the Australian Information Commissioner in consultation with 

children’s and digital rights stakeholders. It must not be led by industry stakeholders who have commercial 

conflicts of interest on the matter. Any parental consent verification process should have similar 

considerations if progressed.  

‘Vulnerable groups’ 

The definition and intent of measures around ‘vulnerable groups’ has not been well defined in the OP Bill 

and does little to address the overarching issue that, as they are currently designed, online platforms seek to 

identify and target an individual’s susceptibilities which creates vulnerabilities. Extensive data collection 

enables online platforms to develop detailed psychometric profiles on people which are combined with 

detailed accounts of peoples online browsing behaviour.22 These insights are used to tailor marketing 

activities, including marketing content and messaging, towards specific persuasive susceptibilities of 

individuals.22 In the case of alcohol marketing, this ability to prey on people’s susceptibilities is particularly 

harmful as it can disproportionately target vulnerabilities such as dependence. Approaches to address the 

harms of data processing by online platforms must therefore go beyond simply characterising ‘vulnerable 

groups’ and address how the system inherently targets and creates vulnerabilities. 

Enhancing transparency in data processing activities 

Recommendation: Expand the sections that the Online Privacy Code must address under 

Australian Privacy Principle 1 on open and transparent management of personal information, 

including through requiring transparency in models used for digital marketing. 
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Transparency is essential for creating accountability by online platforms about their data processing activities. 

As it stands, there is little transparency about the breadth and nature of data collection, use and disclosure 

by online platforms, including when it comes to their marketing models. The drafted OP Bill requires the OP 

Code to address APP 1.4(c), by requiring OP organisations to have clear and simple explanations about the 

purposes for which they collect, hold, use and disclose personal information. We recommend that the OP 

Code should further address APP 1, on open and transparent management of personal information, not solely 

section 1.4(c).  

Particularly, the OP Code should further address requirements for OP organisations to manage personal 

information in an open and transparent way (APP 1.1) and set out how OP organisations will comply with the 

APPs (APP 1.2). The OP Code should also require clear and simple explanations by OP organisations 

addressing: 

• The kinds of personal information that the entity collects and holds (APP 1.4(a)), 

• How personal information is collected or generated (APP1.4(b)), and 

• How an individual may access and seek correction of this information (APP 1.4(e)). 

OP organisations should also be required to be more transparent about their marketing models. While digital 

marketing continues to become increasingly personalised, targeted and ephemeral (i.e., content that is 

shared for limited short periods of time and then disappears), driven by extensive data processing activities, 

there is little requirement for transparency in digital marketing practices through online platforms, meaning 

the true extent and types of digital marketing practices remains largely under the radar.  

Without transparency in their digital marketing models, online platforms are not being held accountable for 

the harm perpetuated by their digital marketing practices. Therefore, we recommend that OP organisations 

should be required to provide a clear and simple explanation to users about the use of any automated 

decision system to make predictions, recommendations or decisions about which, and how, marketing 

content is sent to individuals. 

Preventing conflict of interest in developing the OP 

Code 

Recommendation: Require the Information Commissioner to develop the Online Privacy 

Code 

We oppose the current proposal that the process for developing the OP Code will be based on that for the 

existing APP Code and Credit Reporting (CR) Code, whereby industry will have the first opportunity to develop 

the OP Code. Having the OP Code developed by the industry it intends to regulate introduces obvious and 

insurmountable commercial conflicts of interest when it comes to protecting people’s data and privacy. This 

will undermine the intent of the Code and broader privacy reforms.   

Online platforms have demonstrated that without legal and regulatory measures that set standards for 

protecting people from extensive data processing and related harms, and that ensure transparency and 

accountability, they will continue to promote harm through their platforms – including by facilitating the 

targeting by harmful industries of people experiencing vulnerabilities, including children. The vested 

commercial interests of online platforms conflict with promoting a safe online environment.  

This has most recently been made evident by leaked Facebook research and documents that show Facebook 

is aware of how its platforms harm its users, including children, but refuse to take meaningful actions that 
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counter this because it conflicts with their core business objectives.23, 24 Speaking to these issues, former 

employee of Facebook, Frances Haugen, has stated:  

“The thing I saw at Facebook over and over again, was there were conflicts of interest 

between what was good for the public and what was good for Facebook. And Facebook, 

over and over again, chose to optimise for its own interests, like making more money.”23 

It is evident from past and present examples, that measures developed by industry are ineffective at meeting 

the needs of the public interest ahead of their corporate interests. In July 2021, ahead of the UK’s Age 

Appropriate Design Code coming into force, Facebook announced that they would “only allow advertisers to 

target ads to people under 18 (or older in certain countries) based on their age, gender and location.”25 

Following these claimed changes by Facebook, an investigation by Reset Australia found that Facebook 

continues to harvest children’s data, such as their browsing histories and other online activities, through their 

Facebook Pixel.26 The Facebook Pixel provides even more information about individuals that the use of 

traditional third-party cookie tracking.27 There is no legitimate reason for Facebook to do this, other than to 

fuel their advertising delivery system. In effect, the measure taken by Facebook does nothing to prevent their 

AI systems from identifying, selecting and targeting children that are most likely to interact with an 

advertisement based on information about their daily activities.  

We understand that the Privacy Act has required the existing codes under the Act to be developed by the 

industries that they intended to regulate. However, the current consultation paper in the review of the 

Privacy Act recommends that the Information Commissioner be given the powers to develop codes under 

the Act without so that industry is not always provided the first opportunity to develop a code. FARE supports 

this recommendation of the Privacy Act review consultation paper and recommends that the OP Bill provide 

the legislative means for the OP Code to be developed by the Information Commissioner.  

Ensuring effective enforcement of privacy regulation 

Recommendation: Resource the Office of the Australian Information Commissioner to 

conduct regular surveillance and enforcement activities 

Effective enforcement measures that seek to hold companies accountable for their data processing activities 

are essential to ensuring the meaningful implementation of privacy regulations. We support the measures 

on the OP Bill that enhance enforcement and penalties for privacy breaches by providing by:  

• Providing the Commissioner, the power to investigate potential breaches of the OP Code, either following 

a complaint or on their own initiative,  

• Enhancing enforcement powers of the Information Commissioner, and enabling the Commissioners full 

range of enforcement powers in the event that an investigation finds a breach of the OP Code, and 

• Increased penalties for privacy breaches. 

These measures are important, although we note that measures must ensure the onus is not on individuals 

to identify and report breaches of the OP Code. Rather, regular surveillance and enforcement activities by 

the Office of the Australian Information Commissioner are essential. This means that the Office of the 

Australian Information Commissioner must be appropriately resourced. Proper resourcing is critical if the 

Office of the Australian Information Commissioner is to maintain the heighted level of surveillance and 

enforcement measures needed to address these complex digital environments.  
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