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About FARE 

The Foundation for Alcohol Research and Education (FARE) is the leading not-for-profit organisation working 

towards an Australia free from alcohol harms.  

We approach this through developing evidence-informed policy, enabling people-powered advocacy and 

delivering health promotion programs.  

Working with local communities, values-aligned organisations, health professionals and researchers across 

the country, we strive to improve the health and wellbeing of everyone in Australia.  

To learn more about us and our work visit www.fare.org.au. 

You can get in touch via email at info@fare.org.au 

FARE is a registered charity, and every dollar you give helps fund projects keeping our communities healthy 

and safe. You can make a tax-deductible donation at: www.fare.org.au/donate. 
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Executive summary  

Everyone should be able to enjoy the benefits of using digital technologies to work, learn and play. This can 

happen when we have safe digital environments that enable people’s health and wellbeing. However, the 

extensive collection, use and disclosure of people’s information is being used to fuel digital marketing 

practices that are harming our community.  

Our key focus in the discussion of privacy reforms is on the use of people’s data and personal information to 

relentlessly target advertising to people based on their vulnerabilities, emotions and other attributes in order 

to sell them alcoholic products.  

Alcohol is an addictive substance that causes significant harm to Australians. Every year, almost 6,000 lives 

are lost and more than 144,000 people are hospitalised from the use of alcoholic products.1 Alcohol use 

causes over 200 disease and injury conditions,2 contributing to 4.5% of the total burden of disease, 3 and 

costing Australia an estimated $66.8 billion annually.4 

Australians are exposed to advertisements telling them to drink alcohol in a range of settings. Alcoholic 

products are marketed across television, sports events, in supermarkets, on public transport, and through 

digital devices such as smart phones and watches that people carry with them throughout the day. This 

includes children and adolescents who are also exposed to significant amounts of alcohol advertising in 

Australia.5-7 Research consistently shows that exposure to advertising for alcoholic products is associated 

with initiation of alcohol use, and use of higher amounts of alcohol by young people.5, 8-10 

Government regulation is needed to protect the community from harmful digital marketing practices. The 

Privacy Act has an important role to play, particularly in addressing some of the most harmful digital 

marketing practices that are data-driven and enabled through the processing of extensive amounts of data 

about people. 

Complex privacy policies and disingenuous ‘consent’ mechanisms enable companies to extensively profile 

and track people, developing intimate insights into their lives, to increase profit from digital advertising. This 

commercial cyberstalking enables advertisers to learn people’s individual susceptibilities and vulnerabilities 

to target them with advertising that is most likely to influence their perceptions and behaviour.  

These insights are used by companies selling addictive and harmful products such as alcohol, to aggressively 

market their products.11-13 This means that intimate information, such as indicators of individuals 

experiencing addiction or other related mental health challenges, are being used to disproportionately target 

marketing to people who are most at risk of harm from these products.  

The COVID-19 pandemic has provided an unfortunate example of alcohol companies exploiting Australians 

when they are doing it tough. While the Australian community have been experiencing heighted levels of 

isolation, anxiety, and economic uncertainty,14 alcohol companies have been capitalising on the pandemic by 

promoting alcoholic products as a way to cope with isolation,15 and driving alcohol into homes through rapid 

delivery. Advertising alcohol in this way is extremely harmful, as alcohol use contributes to increased stress, 

anxiety, and depression in the long-term.16, 17 

A privacy-by-design approach is needed. Being commercially cyberstalked should not be the default when 

accessing digital environments. People’s wellbeing must be prioritised over commercial profits from unfair 

and harmful data processing and digital marketing practices.  

Summary of recommendations  
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We welcome the opportunity to provide a submission to the Privacy Act review discussion paper consultation.  

While we support many of the recommendations within the discussion paper, we submit that there are 

critical gaps that to be addressed in ensuring that the prohibited practices identified include predatory 

marketing of harmful products. 

Key recommendations that FARE supports 

We particularly note our support for the recommendations to: 

• Broaden the scope of information captured under the Privacy Act, 

• Implement a fair and reasonable requirement whereby companies must ensure that risks of adverse 

impact and harm are minimised, and the best interests of the child are ensured,  

• Implement pro-privacy default settings,  

• Provide people with an unqualified right to object to the collection, use and disclosure of their 

information for marketing purposes, and  

• Implement restricted and prohibited practices.  

Additional key recommendations 

Our key recommendations, which integrate with multiple areas of the Privacy Act under review, but largely 

fall under the inclusion of prohibited practices are: 

• No use of personal information without voluntary opt-in consent. The collection, use and disclosure of 

personal information for commercial marketing purposes must not occur unless a person has provided 

active, informed, voluntary and non-incentivised opt-in consent. 

• Sensitive information prohibited in marketing. Even when consent is provided for the collection and use 

of a person’s information for commercial marketing purposes, the collection, use or disclosure of 

sensitive information for commercial marketing purposes should be prohibited. 

• Predatory profiling of children prohibited. The tracking, profiling, monitoring or targeting of children for 

commercial purposes should be prohibited (as per recommendations by the United Nations Committee 

on the Rights of the Child).18   

• Use of children’s information for marketing prohibited. The collection, use or disclosure of children’s 

personal information for commercial marketing purposes should be prohibited, particularly by, or for, 

companies selling or marketing addictive or harmful products, including alcohol, gambling, tobacco 

(including e-cigarettes/vapes), and unhealthy food.  
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Submission  

Our submission is focused on the role that privacy law plays in protecting people from harmful marketing 

practices, particularly online. For this reason, our submission does not address all proposals and questions 

raised in the review discussion paper.  

Objects of the Act 

Proposal 1.1: Amending the Objects of the Act in Section 2A to clarify the Act’s scope and introduce the 

concept of public interest. 

We support this proposal. 

It is vitally important to amend the objects in the Privacy Act (‘the Act’) to make it clearer that the interests 

of companies should not be balanced against those of individuals when a company is not acting in the public’s 

interest. Protecting people’s privacy should be held above protecting the commercial interests of companies, 

particularly for functions that are not in the public interest, such as the marketing of alcoholic products. 

Personal information, de-identification and sensitive information 

Proposals 2.1-2.5: Amendments to the definition of personal information and requirement for information to 

be anonymous before the Act no longer applies. 

We support these proposals which will broaden the scope of the information about people regulated under 

the Act, including technical and inferred personal information which are commonly collected and used for 

digital marketing practices.  

Companies marketing alcoholic products are able target digital marketing to people based on a wide range 

of information that provide intimate insights into people’s lives. The information collected and used for digital 

marketing activities is widespread and extends beyond the data that people actively provide when using 

digital platforms. Information that is collected (or inferred) for marketing purposes can include:12, 19, 20 

• Direct personal identification (e.g., name and date of birth)  

• Contact information (e.g., phone number and email address)  

• Technical information (e.g., device ID and IP address)  

• Location information (e.g., GPS, IP address, mobile sensor data, Wi-Fi access points and Bluetooth)  

• Online behaviour (e.g., search history, website visits and products viewed and added to cart)  

• Visits to bricks-and-mortar stores (e.g., frequency, length of time spent in store, aisles visited) 

• Transactions (e.g., credit card and loyalty/reward card transactions) 

• Conversations in the home (e.g., logged through home assistant) 

• Biometric information (e.g., stress levels and sleep patterns) 

• Other potentially sensitive data (e.g., health information) 

Once collected, companies often have broad discretions regarding how a person’s information is used and 

how it is disclosed to third parties.20 Marketers are able to access sophisticated data analytic systems which 

combine the large amounts of information collected to track, profile and target people across all devices 

they use.12 This enables alcohol marketers to target people with advertising for alcoholic products 

wherever they go.   

Proposal 2.1: Change the word ‘about’ in the definition of personal information to ‘relates to’. 
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We support this proposal as it more accurately reflects the current nature of data processing for digital 

marketing purposes. 

Proposal 2.2: Include a non-exhaustive list of the types of information capable of being covered by the 

definition of personal information. 

We support this proposal and support the list included in the discussion paper being adopted in the 

legislation. We particularly support the intention that ‘the definition would cover circumstances in which an 

individual is distinguished from others or has a profile associated with a pseudonym or identifier, despite 

not being named.’ 

Proposal 2.3 Define ‘reasonably identifiable’ to cover circumstances in which an individual could be identified, 

directly or indirectly. Include a list of factors to support this assessment. 

We support this proposal. However, it is unclear how this concept and the proposed list of factors will apply 

to situations where an individual is distinguished as an individual, or as one of a group of individuals, but 

where their real-life identity cannot be identified. It is important that the definition of personal information 

apply to these situations to ensure additional protections in the Act are meaningful, particularly in the 

context of the digital environment and for digital marketing purposes. 

Proposal 2.4 Amend the definition of ‘collection’ to expressly cover information obtained from any source and 

by any means, including inferred or generated information. 

We support this proposal. It is important that inferred or generated information be expressly included in 

the definition of personal information to ensure this is subject to the same protections as any other type of 

information. This is particularly relevant to protections that apply in relation to the collection, use or 

disclosure of personal information for marketing purposes, as we know inferred information can be used by 

online platforms and advertisers to market harmful products to people, including children, on the basis of 

inferred information. This must capture current practices, such as the creation and use of lookalike 

audiences for digital marketing purposes. 

Consultation question: What do APP entities estimate are the costs and benefits of amending the definition 

of personal information in the manner suggested? 

The proposed amendments to the definition of personal information are important for protecting people’s 

privacy. Any assessment of cost and benefits must assess the cost and benefits to individuals, not just 

companies, and the cost and benefits in relation to the wider public interest. These costs must be placed 

above the costs and benefits for commercial entities.  

This is especially important when regarding the collection, use and disclosure of personal information for 

marketing and other commercial purposes. Taken with other recommendations in the review, these changes 

might impact the targeted marketing capabilities of some companies. However, considering this alone 

disregards the significant impact that targeted marketing has on people’s health and wellbeing, particularly 

when the products being marketed are addictive and harmful such as alcohol.  

Proposal 2.5 Require personal information to be anonymous before it is no longer protected by the Act. 

We support this proposal. However, as discussed for proposal 2.3, it is unclear what this means for personal 

information that may distinguish an individual as an individual, or group of individuals, but where their real-

life identity cannot be identified. This is particularly relevant in the digital environment and for digital 

marketing purposes.  

Definition of sensitive information 
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We support the expanded definition of sensitive information provided in the discussion paper and that these 

forms of information should be subject to additional protections under the Act. This includes the collection, 

use and disclosure of location information (which provides extremely intimate and detailed insights in to 

people’s lives as it provides a strong indication of people’s preferences and behaviours and enables extremely 

targeted marketing12), financial information (including transactional and thus behavioural information), 

genomic and biometric information, and health information. We note that the definition of health 

information must include all information relating to a person’s physical, mental, or emotional health and 

wellbeing. 

The processing of sensitive information is of particular concern in relation to commercial marketing, 

particularly marketing of harmful and addictive products such as alcohol. For example, Instagram has 

targeted individuals experiencing eating disorders with weight-loss advertisements and weight-loss related 

search terms such as ‘appetite suppressants’.21 Similarly, people searching health awareness topics such as 

diabetes awareness, cancer prevention and depression support are documented to have been later targeted 

with pharmaceuticals for these health issues.22 In the same nature, we can expect those seeking information 

for reducing alcohol use or seeking help for alcohol dependence, may also be at heighted risk of receiving 

alcohol marketing at a time when they are particularly vulnerable to the marketing materials.  

Flexibility of the APPs 

Proposal 3.1 Amend the Act to allow the Information Commissioner to make an APP code on the direction or 

approval of the Attorney-General. 

We strongly support the proposal to amend the Privacy Act to provide the Information Commissioner with 

additional power to make an APP Code on the direction or approval of the Attorney-General, where it is in 

the public interest to do so without first having to seek an industry code developer. We recommend that the 

proposed additional requirement that this only occur ‘where there is unlikely to be an appropriate industry 

representative to develop the code’ be removed. It is critical that alcohol companies are not in charge of 

creating their own rules for how they process people’s personal information. 

Privacy regulation should be free from vested corporate conflicts of interest. Currently the requirement 

under the Privacy Act regarding the development of codes under the Act do not consider the issue of vested 

corporate conflicts of interest. This is firstly due to the Act requiring the code be developed by industry unless 

industry refuse to do so, and secondly, conflict of interest is not a consideration required when identifying 

an appropriate code developer.  

Online platforms and companies selling and marketing harmful and addictive products like alcohol have 

significant vested commercial conflicts of interest when it comes to regulating data processing activities 

which underpin their current digital marketing models. The current draft Online Privacy Bill, which would see 

online platforms develop the Online Privacy Code, provides an example of where requiring industry to 

produce a code under the Privacy Act poses significant risk of undermining the intent of privacy regulation 

due to vested commercial conflict of interest.  

Online platforms have demonstrated that without legal and regulatory measures that set standards for 

protecting people from extensive data processing and related harms, and that ensure transparency and 

accountability, they will continue to promote harm through their platforms. They do this by facilitating the 

targeting by harmful industries of people experiencing vulnerabilities, including children. The vested 

commercial interests of online platforms conflict with promoting a safe online environment.  
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This has most recently been made evident by leaked Facebook research and documents that show Facebook 

is aware of how its platforms harm its users, including children, but refuse to take meaningful actions that 

counter this because it conflicts with their core business objectives.23, 24 Speaking to these issues, former 

employee of Facebook, Frances Haugen, has stated:  

“The thing I saw at Facebook over and over again, was there were conflicts of interest 

between what was good for the public and what was good for Facebook. And Facebook, 

over and over again, chose to optimise for its own interests, like making more money.”23 

It is evident from past and present examples, that measures developed by industry are ineffective at meeting 

the needs of the public interest ahead of their corporate interests. In July 2021, ahead of the UK’s Age 

Appropriate Design Code coming into force, Facebook announced that they would “only allow advertisers to 

target ads to people under 18 (or older in certain countries) based on their age, gender and location.”25 

Following these claimed changes by Facebook, an investigation by Reset Australia found that Facebook 

continues to harvest children’s data, such as their browsing histories and other online activities, through their 

Facebook Pixel.26 The Facebook Pixel provides even more information about individuals than the use of 

traditional third-party cookie tracking.27 There is no legitimate reason for Facebook to do this, other than to 

fuel their advertising delivery system. In effect, the measure taken by Facebook does nothing to prevent their 

AI systems from identifying, selecting and targeting children that are most likely to interact with an 

advertisement based on information about their daily activities.  

The Australian alcohol industry are also known to seek to prevent, undermine, or delay the introduction of 

evidence-based regulatory measures,28, 29 including for marketing regulations.30, 31 When it is not possible to 

prevent reforms from occurring, the alcohol industry lobby for and adopt measures that are often ineffective. 

For example, research has consistently shown that industry codes of practice, such as the Alcohol Beverages 

Advertising Code Scheme, are ineffective at reducing exposure to alcohol advertising by people most at risk 

of harm from alcohol use, including young people.7, 32-34  

The failure of industry codes to effectively prevent harm in the online space has recently been acknowledged 

in the consultation on the Basic Online Safety Expectations, which raised the need for government 

development regulations to ensure safe online environments. Similarly, the need to prevent vested 

commercial conflicts of interest in policy making has recently been acknowledged in the National 

Preventative Health Strategy 2021-2030, which states that public health policies must be protected from 

influence by vested and commercial interests (p40).35 

Notice of collection of personal information 

Proposals 8.1-8.4: Introducing clear, specific, standardised notice requirements and strengthening 

requirements for notices before collection of personal information. 

We support these proposals.  

Notices and privacy policies are an important source of information for people about how companies intend 

to collect, use and disclose their personal information. However, we note that notice requirements are not 

sufficient on their own and must be coupled with meaningful consent mechanisms and protections against 

harmful data processing practices. A privacy by design approach is needed. The Privacy Act should not solely 

rely on notices of collection, but these should rather support the broader reforms suggested throughout the 

review discussion paper.  

Proposal 8.1: Introduce an express requirement in APP 5 that privacy notices must be clear, current and 

understandable. 
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We support this proposal. 

Proposal 8.2: Limiting APP 5 notices to certain matters. 

We support this proposal. 

Proposal 8.3: Standardised privacy notices could be considered in the development of an APP code, such as 

the OP code, including standardised layouts, wording and icons.  

We support the proposal for standardised privacy notices. While standardised notices are particularly 

relevant in the online setting, they should not be limited to the organisations covered in the Online Privacy 

Code. Additionally, given that the Online Privacy Bill is currently drafted to require the code be developed by 

the industry it aims to regulate, it is important that standardised notices are not developed and designed by 

industry representatives as their vested commercial interests are too conflicted on this matter. We strongly 

recommend that standardised notices are developed by the Information Commissioner in consultation with 

consumer and data rights groups, designed to facilitate informed consent and be subject to consumer 

comprehension testing.  

It is also important to consider how notice requirements interact with consent requirements. These two 

elements may need to be combined in many cases, and the design of standardised notices must be 

undertaken to ensure people are not incentivised or otherwise encouraged to consent by the way the notice 

is designed.  

Proposal 8.4 Strengthen the requirement for when an APP 5 collection notice is required – that is, require 

notification at or before the time of collection, or if that is not practicable, as soon as possible after collection, 

unless:  

• The individual has already been made aware of the APP 5 matters; or  

• Notification would be impossible or would involve disproportionate effort. 

We support the intention to strengthen notice requirements to increase transparency, particularly around 

indirect collection of information.  

Consent to collection, use and disclosure of personal information 

FARE strongly recommends that the Privacy Act must require that personal information cannot be collected, 

used or disclosed for commercial marketing purposes unless a person has provided active and expressed 

consent through an opt-in process that is informed and non-incentivised. This is particularly important in the 

case of marketing of harmful and addictive products like alcohol.  

Where consent is provided, the collection, use and disclosure of personal information must still be subject to 

additional safeguards in the Act, including a requirement that it be fair and reasonable (particularly that there 

are no risks of adverse impact or harm and that it is in the best interest of the child), and that prohibited 

practices are not undertaken. In the case of children, we recommend that the collection, use and disclosure 

of children’s personal information for commercial marketing purposes be a prohibited practice that is not 

fair and reasonable.  

 

Proposal 9.1 Consent to be defined in the Act as being voluntary, informed, current, specific, and an 

unambiguous indication through clear action. 
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We support this proposal. Consent for the collection, use and disclosure of people’s information should not 

be assumed, including through ‘implied’ consent, as is currently enabled under the Privacy Act. We agree 

with the descriptions of each term outlined in the discussion paper. In particular: 

• We strongly support that consent will only be considered voluntary where the individual has a clear and 

genuine option not to provide consent, consent is not incentivised or encouraged and provision of the 

good or service is not conditional on the provision of consent. These protections must ensure that 

individuals are not required to provide consent for the collection, use and disclosure of their personal 

information for marketing purposes in order to be provided with a good or service online, and this must 

be clear when consent is sought, both in terms of the wording of the consent and in the way it is 

displayed.  

• We strongly support the requirement that consent be an unambiguous indication through clear action. 

This must require individuals to actively express a choice through an opt-in mechanism that clearly 

separates all consent requirements so that individuals must make an express opt-in choice for each 

purpose. Bundled consents as part of terms and conditions or as part of a broad category of privacy 

related consents, or consents displayed in a way that encourages an individual to select the consent 

option must not be permitted. 

• We support the requirement that consent be specific as to what the consent relates to. Where an entity 

seeks an individual’s consent to collect, use or disclose their personal information for the purposes of 

marketing, specific, unbundled consent must be obtained for that purpose. 

• We support a requirement for entities to refresh or renew an individual’s consent, if they have opted in 

to the collection, use or disclosure of their personal information, particularly for sensitive information, 

or if the collection, use or disclosure practices are for marketing purposes. This is particularly relevant for 

online platforms. 

• Requiring pro-privacy defaults ensures that people can be confident that when they engage with an 

entity, their data settings will be addressed in a way that best protects their personal information.  

Proposal 9.2: Standardised consents could be considered in the development of an APP code, such as the OP 

code, including standardised layouts, wording, icons or consent taxonomies.  

We support the proposal for standardised consents. While standardised consents are particularly relevant in 

the online setting, they should not be limited to the organisations covered in the Online Privacy Code. 

Additionally, given that the Online Privacy Bill is currently drafted to require the code be developed by the 

industry it aims to regulate, we do not support that standardised consents be developed and designed by 

industry representatives. We recommend that standardised consents are developed by the Information 

Commissioner in consultation with consumer and data rights groups, designed to facilitate voluntary 

informed consent and be subject to consumer comprehension testing.  

It is also important to consider how consent requirements interact with notice requirements. These two 

elements may need to be combined in many cases, and the design of standardised consent must be 

undertaken to ensure people are not incentivised or otherwise encouraged to consent by the way the 

consent mechanism is designed. 

 

 

The role of consent 
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Providing people with real choice and control over the processing of their information is important. However, 

consent should not be relied on to shift the burden of monitoring and assessing entities data handling 

practices to individuals. Consent should not be relied on to shift the burden of monitoring and assessing 

entities data handling practices to individuals.  

A privacy by design approach is needed, whereby the entire system is designed in a way that preserves 

privacy and minimises risk of adverse impacts and harms. Consent mechanisms should support the broader 

reform suggested throughout the review discussion paper. Particularly, consents should not be able to 

override other protections or enable harmful data handling processes. The Act’s new proposed fair and 

reasonable requirement and prohibited practices must apply even when consent has been given.  

Additional protections for collection, use and disclosure 

Proposal 10.1: A collection, use or disclosure of personal information under APP 3 and APP 6 must be fair and 

reasonable in the circumstances. 

We support this proposal.  

As the discussion paper notes, introducing stronger requirements for how entities handle people’s personal 

information is an important step in shifting the burden of examining and evaluating privacy practices away 

from individuals and giving companies appropriate responsibility to ensure their data handling practices are 

fair and reasonable. This shift is entirely appropriate and necessary, particularly in the current digital 

environment. 

Proposal 10.2 Legislated factors relevant to whether a collection, use or disclosure of personal information is 

fair and reasonable in the circumstances could include: 

• Whether an individual would reasonably expect the personal information to be collected, used or 

disclosed in the circumstances, 

• The sensitivity and amount of personal information being collected, used or disclosed, 

• Whether an individual is at foreseeable risk of unjustified adverse impacts or harm as a result of the 

collection, use or disclosure of their personal information, 

• Whether the collection, use or disclosure is reasonably necessary to achieve the functions and activities 

of the entity, 

• Whether the individual’s loss of privacy is proportionate to the benefits,  

• The transparency of the collection, use or disclosure of the personal information, and  

• If the personal information relates to a child, whether the collection, use or disclosure of the personal 

information is in the best interests of the child. 

We support the inclusion of the proposed legislated factors relevant to consider in determining whether data 

processing activities are fair and reasonable and provide further comments on each below. We recommend 

that entities are required to satisfy each factor for their data processing activities to be considered fair and 

reasonable, rather than general considerations that are balanced. At the very least, the factors addressing 

‘risk of adverse impact of harm’ and ‘the best interests of the child’ must be minimal requirements. 

Foreseeable risk of unjustified adverse impacts or harm: We strongly support the requirement to ensure that 
data processing activities do not pose a risk of adverse impact or harm when considering what constitutes 
fair and reasonable and ‘do no harm’ should be a guiding principle here. We support the intent that this will 
bring the concept of privacy harms within the Privacy Act and require consideration of potential adverse 
consequences to either an individual, or society, arising from the processing of personal information. We 
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agree with the examples that have been provided in the review. We recommend that ‘physical or 
psychological harm’ should be broadened to include harm to health and wellbeing in its broad definition.  

Best interests of the child: We strongly support the requirement for organisations to assess whether the 
collection, use or disclosure of personal information is in the best interest of the child. The commercial 
interests of an organisation must never outweigh a child’s rights to privacy. When considering what is in the 
best interest of the child, it should be explicit that regardless of consent, the following are not considered to 
be in the best interest of the child and therefore must not pass the fair and reasonable test (or listed as 
prohibited practices):  

• The profiling or targeting of children for commercial purpose (as per recommendations by the United 

Nations Committee on the Rights of the Child),18 and 

• The collection, use or disclosure of children’s personal information by, or for, companies selling or 

marketing addictive or harmful products, including alcohol, gambling, tobacco (including e-

cigarettes/vapes), and unhealthy food.  

Transparency: Transparency is essential for creating accountability by companies about their data processing 
activities. More needs to be done to ensure transparent data processing, and we have made suggestions of 
what this may include in other sections of this submission. However, regarding the fair and reasonable test, 
while there should be transparency in data processing activities, this transparency should not override 
harmful data processing activities.  

Sensitivity and amount of personal information: We strongly support the intention for this factor to introduce 
a data minimisation approach, and to ensure that sensitive information, or information relating to an 
individual’s vulnerabilities, should be treated with a higher degree of care. Under the sensitivity factor, 
processing of sensitive information or information relating to an individual’s vulnerabilities should not be 
considered fair and reasonable.  

Proportionality: While proportionality may be appropriate when considering whether the individual’s loss of 
privacy is proportional to benefits in the public interests, proportionality in the fair and reasonable test must 
not place the commercial benefits of processing personal information above people’s privacy.  

Reasonably necessary to achieve the functions and activities: Greater clarity is needed about what this factor 
would entail. While it is suggested that this would be an objective test, the description provided suggests 
that this expectation will be inherently subjective. This may result in companies making biased assessments 
of what a ‘reasonable person’ might expect. Additionally, it is not clear how this factor will be assessed where 
a company’s core business model or activities are ground in the collection, use or sale of personal information. 
When considering commercial marketing functions and activities, whether the collection, use or disclosure 
is reasonably necessary to achieve these functions and activities, this must not be placed above or balanced 
with other factors in the fair and reasonable test. 

Reasonable expectations: Any assessment of what an individual would reasonably expect must not reflect 
the current situation whereby extensive collection, use and disclosure of personal information occurs as a 
means to dismiss this behaviour as reasonably expected. Additionally, greater clarity around what the 
reasonable expectations factor would entail is needed. While it is suggested that this would be an objective 
test, the description provided suggests that this expectation will be inherently subjective. This may result in 
companies making biased assessments of what a ‘reasonable person’ might expect, and might take the 
assumption that a person has comprehensively read and correctly interpreted privacy policies. Therefore, 
this factor should not be placed above, or used to balance other factors in the fair and reasonable test. 

Consultation Questions: What impacts would the fair and reasonable test have on the business operations of 

entities? 
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The fair and reasonable test, particularly the factors relating to ensuring no adverse impact or harm and the 

best interest of the child, are essential to incorporating privacy harms into the Privacy Act. These factors must 

be considered even if this poses challenges for companies. If an entity is not able to conclude that the 

collection, use and disclosure of data will not cause harm and is in the best interests of the child, they should 

not proceed with the collection, use or disclosure of a person’s information. 

Restricted and prohibited practices 

Proposal 11.1: Options 1 and 2 restricted high risk data practices 

We support the idea that some data handling practices require additional regulation or should be prohibited 

entirely. We support the examples provided in the discussion paper of practices that should be considered 

high risk, though note some of these practices may overlap with those that should be prohibited altogether, 

not only restricted (see discussion below). 

The discussion paper proposes two alternative proposals for the regulation of restricted data practices: 

additional protections or additional consent requirements. We recommend both be adopted. Responsibility 

for privacy should not fall solely on individuals. Companies should be responsible for ensuring privacy by 

design and individuals should also have the capacity to manage privacy related matters. 

Where a practice is identified as high risk, both additional protections and additional opt-in consent 

requirements should be introduced. The additional protections, however, must be the primary means to 

protect individuals by restricting or regulating high risk practices. The additional consents should provide a 

further layer of protection on top of these additional protections. In addition to this, people must be provided 

with an absolute right to not provide consent to their personal information being collected, used or disclosed 

for restricted purposes.   

Prohibited practices 

We strongly support the introduction of prohibited practices into the Privacy Act and agree that all practices 

listed in the discussion paper should be prohibited. In addition, we recommend that the following are 

included as prohibited practices under the Privacy Act:  

• The tracking, profiling, monitoring or targeting of children for commercial purposes (as per 

recommendations by the United Nations Committee on the Rights of the Child).18 

• The collection, use or disclosure of children’s personal information for commercial marketing purposes, 

particularly by, or for, companies selling or marketing addictive or harmful products, including alcohol, 

gambling, tobacco (including e-cigarettes/vapes), and unhealthy food.   

• The collection, use of disclosure of sensitive information, such as information related to a person’s 

physical or mental health and wellbeing, for marketing purposes, particularly the marketing of addictive 

or harmful products.  

In our view, these practices are harmful and should be prohibited by being legislated in the Privacy Act. This 

must be drafted so that entities cannot engage in these practices even if a person where to provide consent. 

This acknowledges the limited impact of consent requirements, and the necessity of creating a safe online 

environment that requires people’s information to be handled in a way that does not create harm. 

 

Pro-privacy default settings 
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Proposal 12.1: Introduce pro-privacy defaults on a sectoral or other specified basis.  

• Option 1 – Pro-privacy settings enabled by default. Where an entity offers a product or service that 

contains multiple levels of privacy settings, an entity must pre-select those privacy settings to be the most 

restrictive. This could apply to personal information handling that is not strictly necessary for the provision 

of the service, or specific practices identified through further consultation.  

• Option 2 – Require easily accessible privacy settings. Entities must provide individuals with an obvious and 

clear way to set all privacy controls to the most restrictive, such as through a single click mechanism. 

We strongly support option 1. Privacy settings must be pro-privacy and set to the most restrictive for the 

collection, use and disclosure of personal information that is not strictly necessary for the provision of the 

service. This should strictly include the collection, use and disclosure of any personal information for 

commercial marketing purposes. In particular, any consent for the collection, use or disclosure of personal 

information for the purposes of commercial marketing must have a default setting that consent is not 

provided, and this can only be changed through an active, informed, freely given and non-incentivised opt-

in consent process.  

This is a critical element of proposed reforms, as if there is not a requirement for default pro-privacy settings, 

then the impact of strengthened consent requirements will be limited. To ensure individuals are protected, 

pro-privacy default settings and opt-in consent must be required in the Act.  

Children and vulnerable individuals 

Privacy measures regarding children 

Proposal 13.1 Amend the Act to require consent to be provided by a parent or guardian where a child is under 

the age of 16. 

Children’s personal information should not be collected, used or disclosed for commercial marketing 

purposes, regardless of parental consent. This is particularly important in the case of marketing for addictive 

and harmful products including alcohol, gambling, tobacco (including e-cigarettes/vapes), and unhealthy 

food. 

We note that consent, including parental consent, should not be relied on as the primary mechanism to 

restrict or regulate the actions of entities in handling personal information, particularly in the case of children. 

The Privacy Act must shift the burden from requiring individuals and parents to examine and evaluate the 

increasingly complex privacy policies and practices of entities, to requiring entities to collect, use and disclose 

personal information in a way that will not cause harm and is in the best interests of the child, as discussed 

further below. 

Restricting the collection, use and disclosure of children’s personal information 

The current ability for the collection, use and disclosure of children’s personal information is resulting in the 

commercial cyberstalking and exploitation of children. This is a particularly significant concern when it comes 

to the collection, use and disclosure of children’s information for the marketing of addictive and harmful 

products such as alcohol.  

Leaked Facebook documents showed that Facebook gathered psychological insights on almost 2 million 

children in Australia and New Zealand to sell targeted advertising.36 This included monitoring children in real 

time to identify their current mood, including when they feel ‘overwhelmed’ and ‘anxious’ to sell targeted 

advertising.36 Research has also found Facebook tags children and young people as being interested in 

harmful products such as alcohol, gambling and junk food,37, 38 and approves sponsored content promoting 
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these harmful products to be targeted at children.38 Further facilitating this harmful marketing to children, 

Facebook charges approximately $3 for alcohol advertising to be sent to 1000 Australian children aged 13-

17 years old.38 

This results in children being exposed to marketing for harmful products, such as alcoholic products, when 

they are online.39 Children’s exposure to alcoholic product marketing increases the likelihood that they will 

start drinking earlier and drink at risky levels.5 Digital marketing has also been shown to increase positive 

attitudes and intended and current use of harmful products such as alcohol, tobacco and unhealthy foods.40 

The proposals in the review discussion paper will ensure companies take more of a privacy by design 

approach and incorporate measures to reduce privacy harms, which will provide overarching protections that 

also act to protect children. The introduction of pro-privacy default settings, more appropriately defined and 

designed consent mechanism, and the reducing risk of adverse impact of harm and the best interests of the 

child factors in the fair and reasonable test are particularly important in achieving this. We recommend that 

these should be included in the Privacy Act applying to all entities, not only to organisations addressed in the 

Online Privacy Code. 

When considering what is in the best interest of the child, the Privacy Act should be explicit that regardless 

of consent, the following are not considered to be in the best interest of the child and should be prohibited:  

• The tracking, profiling, monitoring or targeting of children for commercial purposes (as per 

recommendations by the United Nations Committee on the Rights of the Child).18   

• The collection, use or disclosure of children’s personal information for commercial marketing purposes, 

particularly by, or for, companies selling or marketing addictive or harmful products, including alcohol, 

gambling, tobacco (including e-cigarettes/vapes), and unhealthy food. 

These overlap with those we have recommended be listed as prohibited practices in the Privacy Act – of 

course prohibited practices should also not be considered fair and reasonable. 

Age verification and parental consent verification 

We strongly support the introduction of additional protections applied to children, as discussed above. 

Children must be defined as people under 18 years of age. 

The Online Privacy Bill also proposes to introduce requirements for social media organisations to verify the 

age of their users, so that children can be provided with additional protections under the Online Privacy Code. 

The Online Privacy Bill also proposes to verify parental consent for the collection, use and disclosure of 

children’s personal information under the Online Privacy Code. 

As we have outlined in the sections above, and in our submission to the Online Privacy Bill, we support an 

approach that applies protections for children broadly in the Privacy Act, with the Online Privacy Code then 

supplementing these and providing more detail as applicable in the digital environment. For this reason, the 

Privacy Act reforms will need to consider how an organisation can and should identify who is a child and is 

therefore subject to additional protections, and whether this verification is appropriate for all entities or only 

for online platforms and social media companies. 

As we outlined in our submission on the Online Privacy Bill, we support online age verification for social media 

companies in principle, however any requirement to verify the age of individuals to implement child-specific 

measures must be subject to strong privacy controls and be distinct from identity verification. Measures 

taken to verify age must take a data minimisation approach (i.e., not permit or require companies to collect 

and triangulate data to determine if an individual is likely a child) and must mitigate any additional privacy 

risks. To ensure that a privacy preserving system is implemented for age verification, we recommend that 
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the development of an age verification process be led by the Information Commissioner in consultation with 

children’s and digital rights stakeholders. It must not be led by industry stakeholders who have commercial 

conflicts of interest on the matter.  

Privacy measures regarding ‘vulnerable individuals’ 

The definition and intent of measures around ‘vulnerable individuals’ has not been well defined in the review 

discussion paper beyond “individuals with vulnerabilities, including adults experiencing temporary or 

permanent incapacity for reasons such as disability, illness and injury.” In some privacy circumstances, this 

definition may be appropriate. However, within the context of digital marketing practices, this definition is 

limited. It does little to address the overarching issue that online platforms are designed in a way that seek 

to identify and target vulnerabilities through the extensive data collection enables online platforms to 

develop detailed psychometric profiles on people which are combined with detailed accounts of peoples 

online browsing behaviour.41 These insights are used to tailor marketing activities, including marketing 

content and messaging, towards specific persuasive susceptibilities of individuals.41  

In the case of alcohol marketing, this ability to prey on people’s susceptibilities is particularly harmful as it 

can disproportionately target people who have are dependent on alcohol. To address the harms of data 

processing by online platforms, law and regulation must therefore go beyond simply characterising 

‘vulnerable individuals’ and address how the system inherently targets and creates vulnerabilities. 

Additionally, any measures implemented to protect ‘vulnerable individuals’ must be done in a way that does 

not enable or encourage the collection, use or disclosure of additional personal and sensitive information in 

order to identify a user as vulnerable as this may exacerbate privacy risks.  

As discussed in the above section on children, the proposals in the review discussion paper that will ensure 

companies take more of a privacy by design approach and incorporate measures to reduce privacy harms, 

will provide overarching protections that also act to protect ‘vulnerable individuals.’ Particularly, the 

introduction of pro-privacy default settings, expansion on the definition of sensitive information, and the 

inclusion of the reducing risk of adverse impact of harm in the fair and reasonable test. To further reduce the 

risk of companies exploiting or creating vulnerabilities through their data processing practices, we have 

recommended the following be adopted as a prohibited practice under the Privacy Act: The collection, use 

of disclosure of sensitive information, such as information related to a person’s physical or mental health and 

wellbeing, for marketing purposes, particularly the marketing of addictive or harmful products. 

Right to object and portability and to erasure of personal information 

Proposal 14.1 An individual may object or withdraw their consent at any time to the collection, use or 

disclosure of their personal information. On receiving notice of an objection, an entity must take reasonable 

steps to stop collecting, using or disclosing the individual’s personal information and must inform the individual 

of the consequences of the objection. 

We support this proposal; however, it must be strengthened. The proposed approach that organisations will 

be required to ‘take reasonable steps’ is not sufficient. The Privacy Act must specifically provide that 

everyone has the right to require organisations not to collect, use or disclose their personal information for 

the purposes of commercial marketing, and companies must not be able to refuse such a request. This must 

apply in addition to the consent and notice provisions. 

Similar to discussions about consents not being bundled, objections and withdrawals of consent should also 

not be bundled (either implied or otherwise). For example, if a person wishes to continue to have their 

location data collected for the purpose of a service functioning but do not wish for their location data to be 

collected, used or disclosed for other purposes, this should be enabled and clear.  
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This unqualified right to object should also extend to the collection and use of personal information where it 

is aggregated with personal information of other users for marketing targeted at groups rather than 

individuals. This information will still be considered personal information and must also be captured by the 

right to object. 

Proposal 15.1 An individual may only request erasure of personal information where one of the following 

grounds applies, and subject to exceptions at 15.2, below: 

• The personal information must be destroyed or de-identified under APP 11.2, 

• The personal information is sensitive information, 

• An individual has successfully objected to personal information handling through the right to object (see 

Chapter 14), 

• The personal information has been collected, used or disclosed unlawfully, 

• The entity is required by or under an Australian law, or a court/tribunal order, to destroy the information, 

and 

• The personal information relates to a child and erasure is requested by a child, parent or authorised 

guardian. 

We recommend the Privacy Act provide people with a right to request the erasure of any personal 

information collected, used or disclosed for marketing purposes. 

Direct marketing, targeted advertising and profiling 

Commercial cyberstalking through online platforms – involving the extensive tracking, profiling and targeting 

of people for commercial marketing purposes – is a major privacy concern, especially when it comes to 

children and other people who are vulnerable.  

Through extensive data processing, programmatic advertising systems aim to identify people online who are 

most likely to make a purchase, and to spend higher amounts when doing so.12, 42, 43 Companies selling and 

marketing alcohol pay to access these sophisticated digital systems and tools to aggressively market their 

products that hurt people’s health and wellbeing.11 This means that people who already buy and drink 

alcoholic products in high amounts are the ones that are targeted most aggressively by alcohol companies 

through their digital marketing practices.44  

We strongly recommend that the collection, use or disclosure of personal information for commercial 

marketing purposes is prohibited unless a person has provided active, informed, voluntary and non-

incentivised opt-in consent. This approach would require that no personal information is collected, used or 

disclosed for commercial marketing purposes by default, so that consent is never assumed. This must be 

facilitated by consent mechanisms that are not designed to nudge or coerce individuals to consent to the 

processing of their personal information for commercial marketing purposes, for example through bundled 

consents, ‘consent to all’ options that incorporate marketing consents, or through requiring consent to 

process data for marketing purposes to use a service (as we have discussed in previous sections of this 

submission).  

Additionally, extra protections should be required so that even where consent has been provided for the 

collection, use and disclosure of personal information for commercial marketing purposes, companies are 

required to:  

• Ensure that their data processing activities meet the fair and reasonable requirement, particularly that 

they do not pose potential risks of adverse impacts or harm,  
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• Enable the person to object or withdraw consent at any time and to have information that has been 

collected for commercial marketing purposes erased, and 

• Not process sensitive information, such as factors relating to physical or mental health and wellbeing, 

whether actual, inferred or generated. 

For children, the Privacy Act should explicitly prohibit (regardless of consent):  

• The tracking, profiling, monitoring or targeting of children for commercial purposes (as per 

recommendations by the United Nations Committee on the Rights of the Child),18 and   

• The collection, use or disclosure of children’s personal information for commercial marketing purposes, 

particularly by, or for, companies selling or marketing addictive or harmful products, including alcohol, 

gambling, tobacco (including e-cigarettes/vapes), and unhealthy food. 

Proposal 16.1: unqualified right to object to collection, use or disclosure of personal information for the 

purposes of direct marketing. 

We support this proposal to introduce an unqualified right to object to collection, use and disclosure of 

personal information for direct marketing. This must be extended to any commercial marketing purposes. 

We also support a requirement that organisations must advise individuals of this right. This right must apply 

in addition to the requirement to seek express consent before collecting, using or disclosing an adult 

individual’s personal information for the purposes of commercial marketing. 

People should be enabled to easily object to the collection, use and disclosure of their personal information 

for marketing purposes and to unsubscribe from receiving marketing material, including targeted marketing. 

Part of enabling people to be able to object to the processing of their information for marketing purposes, is 

ensuring that marketing is clearly identified as such to people, along with clear and easy mechanisms to 

object. We recommend this is supplemented with the ability for people to be able to access readily 

identifiable information about why they are receiving that marketing, including the use of any information 

about that individual ‘whether actual or inferred) that has been used to target marketing to them.  

We support the requirement that, on receiving such an objection, the organisation must stop collecting, using 

or disclosing the individual’s personal information for the purpose of commercial marketing. When informing 

the individual of the consequences of the objection, the consequences must not include that the organisation 

will cease to provide the individual with the same good or service, unless the provision of direct marketing is 

the primary good or service provided, and this is clearly identified to the individual. Additionally, the 

notification of consequences should not mislead people to believe that consent to data processing for 

marketing purposes is required for a service to function properly/optimally. As provided as an example in the 

previous section, if a person wishes to continue to have their location data collected for the purpose of a 

service functioning but do not wish for their location data to be collected, used or disclosed for marketing 

purposes, this should be enabled. When objecting to or withdrawing consent, it should not be suggested 

either expressly or implied, that this action will impact the primary functions of the service for which the 

person has subscribed.   

While we support this right to object, this should not replace a model that is designed to protect privacy, 

where the default position is that consent for the collection, use and disclosure of personal information for 

marketing purposes is not provided, and is only actively obtained on an informed, voluntary and non-

incentivised opt-in basis.  

We support this right extending to the collection and use of personal information where it is aggregated with 

the personal information of other users for marketing targeted at groups rather than individuals. This right 
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to object must extend to all forms of personal information collected, used or disclosed for the purposes of 

commercial marketing. 

Proposal 16.2: Use or disclosure of personal information for the purpose of influencing an individual’s 

behaviour or decisions must be a primary purpose notified to the individual when their personal information 

is collected.  

We agree that the Privacy Act must require organisations to clearly notify individuals that they intend to 

collect, use or disclose their personal information for the purposes of influencing their decisions or behaviour, 

and that consent for this must be clearly and separately obtained on a voluntary, informed, non-incentivised 

opt-in basis. For children, these practices must be prohibited entirely. 

It is important that, even where an entity has identified this as a primary purpose and an individual provides 

consent, the collection, use and disclosure of personal information for this purpose is still subject to 

additional protections in the Privacy Act, including the fair and reasonable test and prohibited practices. 

Identifying this as a primary purpose must not be used to support a decision that the practice is appropriate 

or otherwise compliant with the Privacy Act. 

Proposal 16.3: APP entities would be required to include the following additional information in their privacy 

policy: 

• Whether the entity is likely to use personal information, alone or in combination with any other 

information, for the purpose of influencing an individual’s behaviour or decisions and if so, the types of 

information that will be used, generated or inferred to influence the individual, and  

• Whether the entity uses third parties in the provision of online marketing materials and if so, the details 

of those parties and information regarding the appropriate method of opting-out of those materials. 

We support this proposal. However, we note that information in privacy policies should not displace 

requirements to notify individuals where they intend to collect, use or disclose personal information for 

commercial marketing purposes, and requirements that active consent is required before data processing 

activities occur.  

Transparency is essential for creating accountability by entities about their data processing activities. In 

relation to digital alcohol marketing practices, there is little transparency by any actors within the digital 

marketing ecosystem about the breadth and nature of data collection, use and disclosure for the purposes 

of marketing alcoholic products. This means the true extent and types of digital marketing practices remains 

largely under the radar. Similarly, while digital marketing continues to become increasingly personalised, 

targeted and ephemeral (i.e., content that is shared for limited short periods of time and then disappears), 

there is little to no transparency about how data-driven digital marketing models function to deliver highly 

personalised and targeted advertising to people. 

Without transparency about the ways in which data is processed through digital marketing models and how 

this integrates with digital marketing activities (such as the delivery of targeted alcohol marketing), 

companies are not being held accountable for the harm perpetuated by their digital marketing. In addition 

to the information proposed in proposal 16.3, we recommend that APP entities also be required to include 

in their privacy policy information about:  

• A description of where personal information is accessed from, 

• How the information will be used,  

• The quantity and types of third parties’ information is share with, and 
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• For digital marketing activities, an account of the use of any automated decision system to make 

predictions, recommendations or decisions about which, and how, marketing content is sent to 

individuals. 

Proposal 16.4 Repeal APP 7 in light of existing protections in the Act and other proposals for reform 

It is difficult to know whether APP 7 would be rendered obsolete until there is certainty about which changes 

will be made to the Privacy Act. While many key matters pertaining to data-driven marketing are covered by 

proposals in the review discussion paper and further recommendations we have made, the inclusion of a 

privacy principle dedicated to the topic of marketing helps ensure marketing related privacy issues remain 

front of mind in privacy considerations. Additionally, if all of the suggested amendments don’t make it 

through to the final changes, then there may be gaps or unintended consequences of repealing APP7. A 

decision on this issue should only be made once all other amendments to the Act are finalised and it is clear 

that there will be no gaps in protection caused if it is repealed. 

Consultation question: Should express consent be required for any collection, use or disclosure of personal 

information for the purpose of direct marketing? 

Yes. This must be extended to all commercial marketing. The collection, use and disclosure of personal 

information for commercial marketing purposes must not occur unless a person has actively provided 

voluntary, informed, non-incentivised opt-in consent. 

However, for children the collection, use or disclosure of their personal information for commercial 

marketing purposes must be prohibited, regardless of the child or parent’s consent. Particularly, for by or for 

companies selling and marketing addictive and harmful products including alcohol, gambling, tobacco 

(including e-cigarettes/vapes), and unhealthy food. 

Consultation question: What are some of the practical challenges of implementing a global opt-out process, 

to enable individuals to opt out of all online tracking in one click? 

We strongly support a pro-privacy approach whereby the default setting is that consent is not assumed for 

online tracking and data processing for commercial marketing purposes. Consent must be express and 

provided on a voluntary, informed, non-incentivised opt-in basis, and must be provided for each entity for 

each specific purpose. We do support a global process where adults can register that they never provide 

consent for the collection, use and disclosure of their personal information for commercial marketing 

purposes, but this must not replace pro-privacy defaults and must never apply to enable global opt-in consent. 

Consultation question:  Should the unqualified right to object to marketing extend to the collection and use of 

personal information where it is aggregated with the personal information of other users for marketing 

targeted at cohorts rather than individuals? 

We support this right extending to the collection and use of personal information where it is aggregated with 

the personal information of other users for marketing targeted at groups rather than individuals. This right 

to object must extend to all forms of personal information collected, used or disclosed for the purposes of 

commercial marketing. 

Consultation question: Do customer loyalty schemes offer more tangible benefits to consumers, and should 

they be regulated differently to other forms of direct marketing? 

We support these being subject to the same regulation as other forms of personal information, with further 

regulation in addition if required. 

Accessing and correcting personal information 
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Proposal 18.1: An organisation must identify the source of personal information that it has collected indirectly, 

on request by the individual, unless it is impossible or would involve disproportionate effort. 

We support the Privacy Act providing individuals with the right to obtain information about the source from 

which their personal information was obtained. This must include all forms of personal information, including 

inferred and generated information. Individuals must be able to access clear information on why they are 

receiving certain marketing, particularly in a digital environment, and on what information has been collected, 

used and disclosed in relation to them that has resulted in their exposure to particular marketing. 

Regulation and enforcement 

We support the proposed reforms to strengthen the enforcement and compliance provisions of the Act, set 

out in proposals 24.1 and 24.2 and 24.4 that would: 

• Create tiers of civil penalty provisions to extend civil penalties to breaches beyond those that are serious 

or repeated, 

• Clarify what is considered a ‘serious’ or ‘repeated’ interference with privacy (we support the suggestions 

for what breaches might be captured here), and 

• Provide the Information Commissioner the power to undertake public inquiries and reviews into specific 

matters. 

Conclusion 

This is a critical moment for ensuring that the protections we set up for protecting people’s privacy will be 

fit-for-purpose in a rapidly evolving digital landscape. People, and the health and wellbeing of Australian 

society, must always come before commercial interests. In this context, the harm caused by online platforms 

and companies selling harmful and addictive products like alcohol through their digital marketing must be 

addressed. The Privacy Act must ensure that the extensive processing of people’s personal information and 

data to profile, track and target them with harmful marketing is prevented.  

The Privacy Act can help support a safe digital environment that enables people’s health and wellbeing by 

taking a privacy by design approach and incorporating measures to reduce privacy harms. Pro-privacy default 

data processing settings, requirements to ensure that data processing practices minimise the risk of adverse 

impact and harm and are in the best interest of the child, and the introduction of prohibitions for particularly 

harmful data processing activities will help create a more inclusive online environment that is safer for the 

whole community.  

We thank the Attorney-General’s Department for the opportunity to provide input to this consultation on 

the review of the Privacy Act. 
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